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ON THE HOPF-SCHUR GROUP OF A FIELD

ELI ALJADEFF, JUAN CUADRA, SHLOMO GELAKI, AND EHUD MEIR

Abstract. Let k be any field. We consider the Hopf-Schur group of k, de-
fined as the subgroup of the Brauer group of k consisting of classes that may
be represented by homomorphic images of Hopf algebras over k. We show
here that twisted group algebras and abelian extensions of k are quotients
of cocommutative and commutative Hopf algebras over k, respectively. As a
consequence we prove that any tensor product of cyclic algebras over k is a
quotient of a Hopf algebra over k, revealing so that the Hopf-Schur group can
be much larger than the Schur group of k.

1. Introduction

Let k be any field and let H be a finite dimensional Hopf algebra over k. Let C
be a simple algebra which is a homomorphic image of H . Clearly, C determines an
element in Br(L), the Brauer group of L, where L is the center of C. We say that
an L-central simple algebra C is Hopf-Schur over L if it is a homomorphic image
of a finite dimensional Hopf algebra over k, where k is a subfield of L. The Hopf-
Schur group HS(L) is the subgroup of Br(L) generated by (and in fact consisting
of) classes that may be represented by Hopf-Schur algebras over L. Since any Hopf-
Schur algebra over L is a homomorphic image of a Hopf algebra over L (just by
extension of scalars) we may restrict our discussion to Hopf-Schur algebras over k
which are homomorphic images of finite dimensional Hopf algebras over k. Observe
that a k-central simple algebra is a homomorphic image of a semisimple k-Hopf
algebra H if and only if it is a simple component of the Wedderburn decomposition
of H . The group HS(k) clearly contains S(k), the Schur group of k. Recall that
a k−central simple algebra is said to be Schur over k if it is a homomorphic image
of a group algebra kG for some finite group G. The group S(k) is the subgroup
of Br(k) consisting of (Brauer) classes that may be represented by Schur algebras
over k. In general S(k) is “very small” compared to the full Brauer group. For
instance if k contains no non-trivial cyclotomic extensions then S(k) = 0 whereas
Br(k) may be large (e.g., k = C(x1, .., xn), n ≥ 2, see [FS]). Although the class of
semisimple Hopf algebras over k is much richer than the class of group algebras over
k, no example was known of an element in HS(k) which is not in S(k) (we refer
the reader to [J] and [Y] for a comprehensive account on the Schur group). The
main goal of this article is to show that such examples are abundant. In fact we
will show that any cyclic algebra (and hence any tensor product of cyclic algebras)
is a homomorphic image of a Hopf algebra. Recall that a cyclic algebra C over k
is a crossed product algebra (L/k, G, α), α ∈ Z2(G, L∗), where G := Gal(L/k) is a
cyclic group and L∗ denotes the multiplicative group of L. The main result of the
paper is the following:
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Theorem 1.1. Let C be a k−central simple algebra which is isomorphic to a tensor
product of cyclic algebras over k. Then C is a homomorphic image of a semisimple
Hopf algebra over k.

Recall that it is a major open problem in Brauer group theory whether any
element in Br(k) is Brauer equivalent to a product of cyclic algebras. This is known
to be true for number fields (Albert-Brauer-Hasse-Noether Theorem) and for fields
containing all roots of unity (Merkurjev-Suslin Theorem). Thus, we naturally raise
the question whether HS(k) = Br(k) for arbitrary fields. Of course, this question
may be solved (in the positive) independently of the above mentioned problem on
cyclic algebras.

The first step in the proof of Theorem 1.1 is carried out in Section 2 where we
prove the following result, which is of independent interest.

Theorem 1.2. Let G be a finite group, and let [α] ∈ H2(G, k∗) be an element of
order m.

(1) The twisted group algebra kαG is a homomorphic image of a finite dimen-
sional cocommutative Hopf algebra A over k of dimension m|G|. When the
characteristic of k does not divide |G|, A is semisimple.

(2) Suppose the characteristic of k does not divide m. Then the k−Hopf algebra

A is a form of the group algebra k̄Ĝ, i.e., A ⊗k k̄ ∼= k̄Ĝ, where Ĝ is the
central extension (induced by [α]) of G by Z/mZ.

Remark 1.3. We shall explain how [α] determines an extension of G by Z/mZ in
Section 2.

Now let C = (L/k, G, α) be a cyclic algebra. It is well known that by passing
to a cohomologous 2-cocycle we can assume that α has values in k∗ (rather than
in L∗). Hence C contains a k-subalgebra isomorphic to the twisted group algebra
kαG. The next result, accomplished in Section 3, is the second step in the proof of
Theorem 1.1.

Theorem 1.4. Let L/k be a finite abelian extension with G := Gal(L/k) and let
Fun(Z/2Z⋉G, k) be the k−Hopf algebra of functions on Z/2Z⋉G with values in k,
where Z/2Z acts on G by inversion. Then there exists a commutative semisimple
Hopf algebra H over k of dimension 2[L : k] which satisfies the following:

(1) L is a homomorphic image of H.
(2) H ⊗k L ∼= Fun(Z/2Z ⋉ G, k)⊗k L ∼= Fun(Z/2Z ⋉ G, L). In particular, H is

a k−form of Fun(Z/2Z ⋉ G, k).

Thus we have constructed two Hopf algebras A and H over k, such that kαG and
L are quotients of them, respectively. In order to complete the proof of Theorem
1.1 we “amalgamate” A and H to obtain a Hopf algebra X over k of which C =
(L/k, G, α) is a quotient. This is done in Section 4.

In 1978 Lorenz and Opolka introduced the projective Schur subgroup, denoted
by PS(k), of Br(k). It consists of Brauer classes that may be represented by
homomorphic images of twisted group algebras, i.e., algebras of the form kαG
where α is a 2-cocycle of G with coefficients in k∗. Clearly PS(k) contains S(k).
Moreover, it is easy to construct examples (e.g. symbol algebras (a, b)n) which are
in PS(k) but not in S(k). In general a twisted group algebra kαG is not a Hopf
algebra over k. In fact it is not difficult to show that kαG is a Hopf algebra over k if
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and only if α is cohomologically trivial. As an immediate consequence of Theorem
1.2 we have:

Corollary 1.5. HS(k) ⊇ PS(k).

Remark 1.6. We point out that there are fields k for which HS(k) properly
contains PS(k). This follows from Theorem 1.1 and the fact that there are cyclic
algebras over suitable fields k (e.g. k = Q(x)) which do not represent elements
in PS(k) (see [AS2]). On the other hand, there exist fields k for which HS(k) =
PS(k). For example, for number fields PS(k) = Br(k), so PS(k) = HS(k) =
Br(k).

Remark 1.7. We do not know of any k-central simple algebra which is not a
homomorphic image of a semisimple Hopf algebra. Also, from the above, it is not
clear whether any element in HS(k) is split by an abelian extension of k. The same
question for PS(k) was answered in the affirmative in [AS1].

2. The proof of Theorem 1.2

Let k be any field, and let G be a finite group. Recall that the twisted group
algebra kαG, with respect to a 2-cocycle α ∈ Z2(G, k∗), is the k-algebra spanned
as a k-vector space by the elements Uσ, σ ∈ G, with multiplication defined by the
formula

UσUτ = α(σ, τ)Uστ , σ, τ ∈ G.

It is well known that up to isomorphism of k-algebras, kαG does not depend on
the cocycle α but only on the cohomology class [α] ∈ H2(G, k∗) it represents. In
this section we exhibit a Hopf algebra A over k such that kαG is a quotient of A.
We will first define the algebra structure on A and then we will define the counit,
comultiplication and antipode.

Recall that every element in the group H2(G, k∗) is of finite order. Therefore
there exist a natural number m and a 1-cochain f such that αm = df . This means
that

(1) αm(σ, τ) = f(σ)f(τ)/f(στ), σ, τ ∈ G.

Without loss of generality we may assume that α(σ, 1) = α(1, σ) = f(1) = 1
for every σ ∈ G. From now on we shall denote by m the order of [α] For n =

0, . . . , m−1, we shall denote the basis of kαn

G by {U
(n)
σ }σ∈G. Consider the algebra

A :=
m−1⊕

n=0

kαn

G.

The algebra A has a counit ǫ given by ǫ(U
(n)
σ ) = δn,0. It is easy to see that ǫ

is an algebra morphism. Notice that the algebra A will not be semisimple if the
characteristic of k divides the order of G (since kG is a direct summand of A).

On the other hand, if char(k) does not divide |G|, then kαi

G is semisimple for all
i = 0, ..., m − 1. This shows that A is semisimple if and only if char(k) does not
divide |G|. We shall now make A into a Hopf algebra. For every 0 ≤ r, l < m,
σ ∈ G, define

ξσ
r,l =

{
1 if r + l < m

1
f(σ) if r + l ≥ m

Note that ξσ
r,l = ξσ

l,r for all r, l and σ.
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Now define a map ∆ : A → A ⊗ A by

∆(U (n)
σ ) =

∑

r+l≡n

mod.m

ξσ
r,lU

(r)
σ ⊗ U (l)

σ ,

and a map S : A → A by

S(U (n)
σ ) =





U

(0)
σ−1 if n = 0

αn(σ,σ−1)
f(σ−1) U

(m−n)
σ−1 if n > 0

Note that ∆ is invariant under the flip map A ⊗ A → A ⊗ A. Therefore, after we
will prove that A is a Hopf algebra, it will follow that A is cocommutative.

Proposition 2.1. The above formulas define a cocommutative Hopf algebra struc-
ture on the algebra A.

Proof. We shall show, by a direct calculation, that all the axioms of a Hopf algebra
are valid in A.

1. ∆ is coassociative. Since

(∆⊗1)∆(U (n)
σ ) = (∆⊗1)(

∑

r+l≡n

ξσ
r,lU

(r)
σ ⊗ U (l)

σ ) =
∑

z+q+l≡n

ξσ
z,qξ

σ
z+q,lU

(z)
σ ⊗ U (q)

σ ⊗ U (l)
σ

and

(1⊗∆)∆(U (n)
σ ) = (1⊗∆)(

∑

r+l≡n

ξσ
r,lU

(r)
σ ⊗ U (l)

σ ) =
∑

r+s+t≡n

ξσ
r,s+tξ

σ
s,tU

(r)
σ ⊗ U (s)

σ ⊗ U (t)
σ ,

we need to prove that for every r, s, t < m we have

(2) ξσ
r,s+tξ

σ
s,t = ξσ

r,sξ
σ
r+s,t

where the sum of the indices is taken modulo m. We prove this by considering the
following three possible cases:

a. r + s + t < m: In this case both sides of the equation equal 1.
b. m ≤ r + s + t < 2m: In this case in both sides of the equation one of the

terms will equal 1/f(σ) and the other will equal 1.
c. 2m ≤ r + s + t: In this case all the terms in the equation will be equal to

1/f(σ) and so both sides of the equation will equal 1/f(σ)2.

2. ∆ is an algebra map. First,

∆(1A) = ∆(
m−1∑

n=0

U
(n)
1 ) =

m−1∑

r,l=0

ξ1
r,lU

(r)
1 ⊗ U

(l)
1 = 1A⊗A.

So ∆ sends the unit of A to the unit of A ⊗ A. Next, if n 6= p, then

∆(U
(n)
σ )∆(U

(p)
τ ) = (

∑

r+l≡n

ξσ
r,lU

(r)
σ ⊗ U

(l)
σ )(

∑

a+b≡p

ξτ
a,bU

(a)
τ ⊗ U

(b)
τ )

= 0
= ∆(0)

= ∆(U
(n)
σ U

(p)
τ ),
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and

∆(U
(n)
σ )∆(U

(n)
τ ) = (

∑

r+l≡n

ξσ
r,lU

(r)
σ ⊗ U

(l)
σ )(

∑
r+l≡n ξτ

r,lU
(r)
τ ⊗ U

(l)
τ )

=
∑

r+l≡n

ξσ
r,lξ

τ
r,lα

r(σ, τ)U
(r)
στ ⊗ αl(σ, τ)U

(l)
στ

=
∑

r+l≡n

ξσ
r,lξ

τ
r,lα

r+l(σ, τ)U
(r)
στ ⊗ U

(l)
στ .

On the other hand,

∆(U (n)
σ U (n)

τ ) = ∆(αn(σ, τ)U (n)
στ ) =

∑

r+l≡n

ξστ
r,l α

n(σ, τ)U (r)
στ ⊗ U (l)

στ .

So we need to prove that if r + l ≡ n then

(3) ξσ
r,lξ

τ
r,lα

r+l(σ, τ) = ξστ
r,l α

n(σ, τ).

There are two cases here:

a. r + l = n: In this case both sides of the equation equal αn(σ, τ).
b. r+ l = m+n: In this case the equation becomes 1/(f(σ)f(τ))αn+m(σ, τ) =

1/f(σ, τ)αn(σ, τ) which is equivalent to αm(σ, τ) = f(σ)f(τ)/f(στ), which
is exactly equation 1.

3. ∆ and ǫ make A into a coalgebra. We compute

(ǫ ⊗ 1)∆(U (n)
σ ) = (ǫ ⊗ 1)(

∑

r+l≡n

ξσ
r,lU

(r)
σ ⊗ U (l)

σ ) = ξσ
0,nU (n)

σ = U (n)
σ

and the result follows. The fact that (1 ⊗ ǫ)∆ = idA follows by a similar argument
or by the above argument and the fact that A is cocommutative.

4. S is an antipode for A. If 0 < n < m then

m(S ⊗ 1)∆(U
(n)
σ ) = m(S ⊗ 1)(

∑

r+l≡n

ξσ
r,lU

(r)
σ ⊗ U

(l)
σ )

=
∑

r+l≡n

ξσ
r,lα

r(σ, σ−1)/f(σ−1)U
(m−r)
σ−1 U

(l)
σ

= 0

= ǫ(U
(n)
σ ).
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The third equality follows from the fact that if m − r = l, then m = r + l, contra-
dicting the assumption that r + l ≡ n. If n = 0 then

m(S ⊗ 1)∆(U
(0)
σ ) = m(S ⊗ 1)

(
U

(0)
σ ⊗ U

(0)
σ +

m−1∑

r=1

ξσ
r,m−rU

(r)
σ ⊗ U

(m−r)
σ

)

= U
(0)
σ U

(0)

σ−1 +

m−1∑

r=1

ξσ
r,m−rα

r(σ, σ−1)/f(σ−1)U
(m−r)

σ−1 U
(m−r)
σ )

= U
(0)
1 +

m−1∑

r=1

(1/f(σ))(αr(σ, σ−1)/f(σ−1))αm−r(σ−1, σ)U
(m−r)
1

= U
(0)
1 + αm(σ, σ−1)/(f(σ)f(σ−1))

m−1∑

r=1

U
(m−r)
1

=

m−1∑

r=0

U
(r)
1

= 1A

= ǫ(U
(0)
σ ),

and therefore S is an antipode. During the computation we have used in the third
equality the fact that α(σ, σ−1) = α(σ−1, σ), and in the fourth one that

αm(σ, σ−1) = f(σ)f(σ−1)/f(1) = f(σ)f(σ−1).

This completes the proof that A is a Hopf algebra. �

Remark 2.2. It is well known that for representations V and W of kαi

G and kαj

G,

respectively, V ⊗ W is a representation of the twisted group algebra kαi+j

G. This
defines a tensor structure on Rep(A), which explains the comultiplication on A. It

is also known that V ∗ is a representation of kα−i

G ∼= kαm−i

G. This means that
the category Rep(A) is rigid, which explains the antipode on A. The trivial one

dimensional representation of A, k, on which U
(n)
σ acts as the scalar δn,0, explains

the counit of A. Thus the maps which make the algebra A into a Hopf algebra can
be reconstructed from the rigid tensor structure of the category Rep(A). (See e.g.,
[G] for more details on reconstruction.)

The twisted group algebra kαG and every quotient of it is clearly a quotient
of A. Thus, we have showed that every twisted group algebra, and hence every
projective Schur algebra, is a quotient of a Hopf algebra.

We shall now prove the second part of Theorem 1.2. Consider the cocycle α as
a cocycle with values in k̄∗ rather than in k∗. Since αm is cohomologically trivial,
there is a 1-cochain f : G → k̄∗ such that

αm(σ, τ) = f(σ)f(τ)/f(στ).

Define a 1-cochain g : G → k̄∗ by g(σ) = f(σ)1/m, where f(σ)1/m is any element of
k̄∗ whose mth power equals f(σ). It is easy to see that all the values of the cocycle
ᾱ = α/dg are mth roots of unity, and that ᾱ is cohomologous to α. Suppose that
the characteristic of k does not divide m. In this case the group of mth roots of
unity in k̄ is isomorphic to Z/mZ, and we can consider ᾱ as a central extension

ᾱ : 1 → Z/mZ → Ĝ → G → 1.
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Let ζ ∈ k̄ be a primitive mth root of unity. We have seen that there is a cocycle ᾱ
cohomologous to α such that ᾱ(σ, τ) ∈ 〈ζ〉 ∼= Z/mZ for every σ, τ ∈ G. So we shall
assume henceforth that α has all its values in 〈ζ〉. In that case αm is the cocycle
which is identically 1. The map f is then taken as that one being identically 1.

The group Ĝ is the set of all ordered pairs of the form (σ, i), where σ ∈ G and
i ∈ Z/mZ, with multiplication given by the formula

(σ, i)(τ, j) = (στ, i + j + α(σ, τ)).

We consider α as a cocycle with values in the group Z/mZ, and define the following
k̄-linear map

φ : k̄Ĝ → k̄ ⊗k A, (σ, i) 7→

m−1∑

j=0

ζij ⊗ U (j)
σ .

A straightforward verification shows that this is a Hopf algebra isomorphism, and

thus A is a k̄−form of k̄Ĝ, as desired. This completes the proof of Theorem 1.2. �

3. The proof of Theorem 1.4

Let L be an abelian Galois extension of k with (abelian) Galois group G of order
n. Recall the definition of Fun(G, k), the algebra of functions on G with values
in k. It is the dual of the group algebra kG. It has a k-basis consisting of the
mutually orthogonal idempotents {eσ}σ∈G given by eσ(τ) = δσ,τ . We define H , as
an algebra, to be

H := L ⊕ Fun(G, k).

We shall denote the unit of L in H by 1L, to avoid confusion with the unit of H .
Let us write the unit of Fun(G, k) as e =

∑
σ∈G eσ. The unit of H will then be

1L + e. There is also a natural counit ǫ, given by ǫ(eσ) = δσ,1, and ǫ(L) = 0.
It is easy to see that ǫ is an algebra map. H also has an anti-algebra morphism,
S : H → H , defined by S(x) = x for x ∈ L, and S(eσ) = eσ−1 . This will be the
antipode of H . Notice that H is a semisimple commutative algebra, and that L is
a quotient of H . We will now define the comultiplication on H .

Since L is a direct summand of H , L⊗k L will be a direct summand of H ⊗k H ,
so we begin with some analysis of L⊗k L. From Galois theory we know that L⊗k L
decomposes as the direct sum of n copies of L. Explicitly, for every σ ∈ G consider
the algebra map Ψσ : L ⊗k L → L defined by Ψσ(x ⊗ y) = σ(x)y. Then we can
write

L ⊗k L = ⊕σ∈GLEσ

where Eσ is the idempotent lying in the kernels of all the maps Ψτ , τ 6= σ. For every
σ ∈ G, let ωσ be the automorphism of L ⊗ L given by ωσ(x ⊗ y) = σ(x) ⊗ σ(y).
Then for µ ∈ G we have ωσ(Eµ) = Eσµσ−1 = Eµ(because G is abelian). If we write
Eµ =

∑
i xi ⊗ yi then this means that

∑
i xi ⊗ yi =

∑
i σ(xi) ⊗ σ(yi).

Now define a map ∆ : H → H ⊗ H by

∆(x) =
∑

µ∈G

(
µ−1(x) ⊗ eµ + eµ ⊗ µ(x)

)
, x ∈ L,

and

∆(eξ) =
∑

σµ=ξ

eσ ⊗ eµ + Eξ.
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Proposition 3.1. The maps ∆, ǫ and S defined above equip H with the structure
of a semisimple commutative Hopf algebra.

Proof. One can verify easily that ∆ is an algebra map. The fact that ∆ is coas-
sociative can be proved directly or by the following argument. Consider the set
D := Homk−alg(H, L); it contains the following elements: for every σ ∈ G we have
the map φσ : H → L given by φσ(x) = 0 for x ∈ L and φσ(eτ ) = δσ,τ , and the
map ζσ : H → L given by ζσ(x) = σ(x) for x ∈ L, and ζσ(eτ ) = 0. It is easy to
check that these 2n maps are all the k-algebra morphisms from H to L. Since L
is commutative and ∆ is multiplicative, the map ∆ defines a convolution product
* on D. It is easy to check that the following holds by using the formulas for ∆
given above:

φσ ∗ φτ = φστ

φσ ∗ ζτ = ζστ

ζτ ∗ φσ = ζτσ−1

ζσ ∗ ζτ = φτ−1σ.

We have used in the last equality that

mL(ζσ ⊗ ζτ )(Eµ) = Ψστ−1(τ ⊗ τ)(Eµ) = Ψστ−1(Eµ).

By a direct verification, (D, ∗) is isomorphic as a set with a binary operation to
the group Z2 ⋉ G, where Z2 acts on G by inversion. The correspondence between
these two sets is given by φσ ↔ (0, σ), ζσ ↔ (1, σ), where we write Z2 = {0, 1}. In
particular, this means that ∗ is associative on D, and therefore, for every 3 elements
x, y, z ∈ D we have

(4) mL(1 ⊗ mL)(x ⊗ y ⊗ z)(1 ⊗ ∆)∆ = mL(mL ⊗ 1)(x ⊗ y ⊗ z)(∆ ⊗ 1)∆.

It follows that Equation 4 will hold if we replace x, y, z by L-linear combinations
of elements of D. From Galois theory we know that the elements of G are L-linear
independent. It follows that the elements of D are L-linear independent when we
consider them as elements of the L-vector space V = Homk(H, L), where L acts
by (xf)(h) = xf(h), x ∈ L, f ∈ V , and h ∈ H . Since dimLV = 2n, D is a basis of
V , and therefore for every x, y, z ∈ V , Equation 4 holds. But this implies that ∆ is
coassociative. The fact that ǫ is a counit follows from the following computations
(x ∈ L):

(ǫ ⊗ 1)∆(x) = (ǫ ⊗ 1)(
∑

µ∈G

(
µ−1(x) ⊗ eµ + eµ ⊗ µ(x)

)
) = x

and
(ǫ ⊗ 1)∆(eξ) = (ǫ ⊗ 1)(

∑

σµ=ξ

eσ ⊗ eµ + Eξ) =
∑

σµ=ξ

δ1,σeµ = eξ.

A symmetric calculation shows that (1 ⊗ ǫ)∆(x) = x and (1 ⊗ ǫ)∆(eξ) = eξ.
The fact that S is an antipode follows from the following computations (x ∈ L):

m(S ⊗ 1)∆(x) = m(S ⊗ 1)(
∑

µ∈G

(
µ−1(x) ⊗ eµ + eµ ⊗ µ(x)

)
)

=
∑

µ∈G

(
µ−1(x)eµ + eµ−1µ(x)

)

= 0

= ǫ(x)
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and
m(S ⊗ 1)∆(eξ) = m(S ⊗ 1)(

∑

σµ=ξ

eσ ⊗ eµ + Eξ)

=
∑

σµ=ξ

eσ−1eµ + m(Eξ)

= δ1,ξ

(∑

σ∈G

eσ + 1L

)

= ǫ(eξ).

The computations for 1 ⊗ S are exactly the same. This completes the proof that
H is a Hopf algebra and the first part of Theorem 1.4.

We now prove that H ⊗k L ∼= Fun(Z/2Z ⋉ G, L). Since L⊗k L = ⊕σ∈GLEσ and
Fun(G, k) ⊗k L ∼= Fun(G, L), we know that as an L−algebra H ⊗k L has a basis
consisting of 2n mutually orthogonal idempotents. The group HomL−alg(H⊗kL, L)
thus contains 2n elements. There is a natural monomorphism Homk−alg(H, L) →
HomL−alg(H ⊗k L, L) given by extension of scalars. We know that the group
Homk−alg(H, L) contains 2n elements and is isomorphic to Z/2Z ⋉ G. The mono-
morphism above is thus an isomorphism and therefore the set of group-like elements
of (H ⊗k L)∗ is HomL−alg(H ⊗k L, L), which is isomorphic to Z2 ⋉ G. Since
dimL((H ⊗k L)∗) = dimL(L[Z/2Z ⋉ G]), it follows that the Hopf algebras H ⊗k L
and Fun(Z2 ⋉ G, L) are isomorphic, as claimed. �

4. The proof of Theorem 1.1

Let L be a cyclic extension of k with a cyclic Galois group G, and let α ∈
Z2(G, L∗). The crossed product algebra Lα

t G has an L-basis given by {Uσ}σ∈G,
and the multiplication is given by the rule

(xUσ)(yUτ ) = xσ(y)α(σ, τ)Uστ , where x, y ∈ L, σ, τ ∈ G.

As mentioned in the introduction, since the Galois group G is cyclic, we assume
(as we may) that α gets values in k = LG (in fact α is cohomologous to a 2-cocycle
β of the form

β(σi, σj) =

{
1 if i + j < |G|
b if i + j ≥ |G|

, where 0 ≤ i, j ≤ |G|.

where b is in k = LG). In that case consider the k-subalgebra of Lα
t G generated

by the elements Uσ. It is easy to see that this is the twisted group algebra kαG
and by Theorem 1.2, it is the quotient of a semisimple Hopf algebra A over k. By
Theorem 1.4, we know that the field extension L is a quotient of a semisimple Hopf
algebra H over k. We now show how to “amalgamate” these two constructions to
obtain a Hopf algebra X which projects onto the cyclic algebra Lα

t G.
As a coalgebra, we let X := H ⊗ A. This means that the comultiplication is

given by the formula

(5) ∆(h ⊗ a) =
∑

h(1) ⊗ a(1) ⊗ h(2) ⊗ a(2).

The counit will be naturally given by

(6) ǫ(h ⊗ a) = ǫ(h)ǫ(a).

Consider the algebra L ⊗ kαn

G with multiplication

(7) (x ⊗ U (n)
σ )(y ⊗ U (n)

τ ) = xσ(y)αn(σ, τ) ⊗ U (n)
στ .
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Notice that this is exactly the same as Lαn

t G. Consider also the tensor algebra
Fun(G, k) ⊗ kαn

G, whose multiplication is

(8) (eµ ⊗ U (n)
σ )(eν ⊗ U (n)

τ ) = δµ,νeµ ⊗ αn(σ, τ)U (n)
στ .

Then, as an algebra,

X =

(
m−1⊕

n=0

L ⊗ kαn

G

)
⊕

(
m−1⊕

n=0

Fun(G, k) ⊗ kαn

G

)
,

where m is the order of [α].
The antipode S on X is given by

(9) S(x ⊗ U (n)
σ ) = σ−1(x) ⊗ αn(σ, σ−1)/f(σ−1)U

(m−n)
σ−1 ,

and

(10) S(eτ ⊗ U (n)
σ ) = eτ−1 ⊗ αn(σ, σ−1)/f(σ−1)U

(m−n)
σ−1 .

Proposition 4.1. The above multiplication and antipode equip X with a Hopf
algebra structure. The dimension of X equals 2m|G|[L : k]. Furthermore, the
crossed product Lα

t G is a quotient of X.

Proof. Since the tensor product of two coalgebras is again a coalgebra, we know that
X is a coalgebra. It is also easy to see that the multiplication defined above makes
X into an algebra. So we only need to check that the two structures are compatible.
The fact that ǫ is an algebra map is easy, and can be proved directly, using Equations
(7) and (8). The fact that ∆ is an algebra map can also be proved directly by the
above equations. We give here a brief description of the computations. By the way
∆ was defined it is easy to see that ∆(1X) = ∆(1 ⊗ 1) = 1 ⊗ 1 ⊗ 1 ⊗ 1 = 1X⊗X .
Also, we have

∆(h ⊗ a) =
∑

h(1) ⊗ a(1) ⊗ h(2) ⊗ a(2)

= (
∑

h(1) ⊗ 1 ⊗ h(2) ⊗ 1)(
∑

1 ⊗ a(1) ⊗ 1 ⊗ a(2))

= ∆(h ⊗ 1)∆(1 ⊗ a).

Since we already know that ∆ is multiplicative on H and on A, it is easy to see
that we only need to prove that for every h ∈ H and a ∈ A, ∆(1 ⊗ a)∆(h ⊗ 1) =
∆((1 ⊗ a)(h ⊗ 1)). In order to show this we need to recall the property about the
idempotents of L ⊗ L previously used, that is, ωσ(Eµ) = (σ ⊗ σ)(Eµ) = Eµ for all
σ, µ ∈ G. Writing Eµ =

∑
i xi ⊗ yi this means that

∑
i xi ⊗ yi =

∑
i σ(xi) ⊗ σ(yi).

For x ∈ L we compute:

∆(1 ⊗ U (n)
σ )∆(x ⊗ 1)

= (
∑

r+l≡n

1 ⊗ ξσ
r,lU

(r)
σ ⊗ 1 ⊗ U (l)

σ )(
∑

µ∈G

µ−1(x) ⊗ 1 ⊗ eµ ⊗ 1 + eµ ⊗ 1 ⊗ µ(x) ⊗ 1)

=
∑

r+l≡n

∑

µ∈G

ξσ
r,lσµ−1(x) ⊗ U (r)

σ ⊗ eµ ⊗ U (l)
σ + ξσ

r,leµ ⊗ U (r)
σ ⊗ σµ(x) ⊗ U (l)

σ

=
∑

r+l≡n

∑

µ∈G

ξσ
r,lµ

−1σ(x) ⊗ U (r)
σ ⊗ eµ ⊗ U (l)

σ + ξσ
r,leµ ⊗ U (r)

σ ⊗ µσ(x) ⊗ U (l)
σ

= ∆(σ(x) ⊗ U (n)
σ )

= ∆((1 ⊗ U (n)
σ )(x ⊗ 1)).
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Let µ ∈ G. Then

∆(1 ⊗ U (n)
σ )∆(eµ ⊗ 1)

= (
∑

r+l≡n

1 ⊗ ξσ
r,lU

(r)
σ ⊗ 1 ⊗ U (l)

σ )(
∑

ρη=µ

eρ ⊗ 1 ⊗ eη ⊗ 1 +
∑

i

xi ⊗ 1 ⊗ yi ⊗ 1)

=
∑

r+l≡n

∑

ρη=µ

eρ ⊗ ξσ
r,lU

(r)
σ ⊗ eη ⊗ U (l)

σ +
∑

r+l≡n

∑

i

σ(xi) ⊗ ξσ
r,lU

(r)
σ ⊗ σ(yi) ⊗ U (l)

σ

=
∑

r+l≡n

∑

ρη=µ

eρ ⊗ ξσ
r,lU

(r)
σ ⊗ eη ⊗ U (l)

σ +
∑

r+l≡n

∑

i

xi ⊗ ξσ
r,lU

(r)
σ ⊗ yi ⊗ U (l)

σ

= ∆(eµ ⊗ U (n)
σ )

= ∆((1 ⊗ U (n)
σ )(eµ ⊗ 1)).

This finishes the proof that ∆ is multiplicative.
Finally we show that S is an antipode. Notice that by the way S was defined, we

have S(h⊗a) = (1⊗SA(a))(SH(h)⊗1). This can be easily checked using equations
(7) – (10). We now compute

m(S ⊗ 1)∆(h ⊗ a) = m(S ⊗ 1)(
∑

h(1) ⊗ a(1) ⊗ h(2) ⊗ a(2))

=
∑

(1 ⊗ SA(a(1)))(SH(h(1)) ⊗ 1)h(2) ⊗ a(2)

= ǫ(h)
∑

(1 ⊗ SA(a(1)))(1 ⊗ a(2))

= ǫ(h)ǫ(a)1 ⊗ 1 ⊗ 1 ⊗ 1
= ǫ(h ⊗ a)1X .

Similarly, m(1 ⊗ S)∆(h ⊗ a) = ǫ(h⊗ a)1X . Thus S is an antipode for X , and X is
indeed a Hopf algebra. Since Lα

t G is a direct summand of X , it is a quotient of X .
The proof is complete. �

Remark 4.2. One can also view X as a bicrossed product of the Hopf algebras
A and H . By Theorems 1.2 and 1.4, X is a k̄−form of the bicrossed product of

the Hopf algebras k̄Ĝ and Fun(Z/2Z ⋉ G, k̄). (See e.g. [K, IX.2] for details about
bicrossed products.)

Remark 4.3. In order to construct X the field extension L need not by cyclic. All
we really need is that L will be an abelian extension, and that the cocycle α will
be in the image of H2(G, k∗) → H2(G, L∗).
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