Absolute Continuity and Abstract Riemann Integration

Abstract. Absolute continuity for functionals is studied in the context of abstract Riemann integration with a twofold purpose. On the one hand, we look for relations between the integrable functions of absolutely continuous integrals and we deal with the possibility of preserving absolute continuity when extending the integrals. On the other hand, we examine the relation with absolute continuity for finitely additive measure giving results in both directions: integrals coming from measures and measure induced by integrals.
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1. Introduction

It is well known that, if you want to make a Measure Theory, then you have, at least, two classical ways.

On the one hand, there is the set theoretic starting point, which we will denote by $(\mu/\Omega)$: $X$ is a non empty set, $\Omega$ is a $\sigma$-algebra of the power set of $X$ and $\mu$ is a measure on $\Omega$. Standard and classical methods leads to the class $L_1(\mu, \Omega)$ of the Lebesgue integrable functions, in this context.

When the continuity of the measure is dropped (and we work without or with weaker continuity conditions) arises a new paradigm: Dunford-Schwartz treatise, [10], introduces vector finitely additive set functions
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3. Proper and abstract Riemann integration

Let \( (X, B, I) \) be a Loomis system. For \( f \in \mathbb{R}^X \), we define

\[
I^-(f) = \inf \{I(h) : h \in B, h \geq f\}
\]
\[
I^+(f) = \sup \{I(h) : h \in B, h \leq f\}
\]

the corresponding upper and lower integrals of \( f \) (with convention \( \sup \emptyset = +\infty, \inf \emptyset = -\infty \)) which verify \( -\infty \leq I^+(f) \leq I^-(f) \leq +\infty, \forall f \in \mathbb{R}^X \), \( I^- \) is sub-additive, \( I^+ \) is super-additive, and both are positively homogeneous.

The class of the properly Riemann integrable functions is defined by

\[
R_{\text{prop}}(B, I) := \{f \in \mathbb{R}^X : I^+(f) = I^-(f) \in \mathbb{R}\},
\]
or, equivalently, by

\[
R_{\text{prop}}(B, I) := \{f \in \mathbb{R}^X : \forall \varepsilon > 0, \exists h, g \in B, h \leq f \leq g \text{ and } I(g-h) < \varepsilon\}
\]

and it is a vector lattice where the functional \( I := I^+ = I^- \) is linear and increasing, i.e., it is an integral which extends the original \( I \).

For this class, there are not satisfactory Lebesgue convergence type theorems to make a consistent Measure Theory. Therefore, it is necessary to introduce a “local convergence” to ensure this kind of results.

The local \( I \)-convergence for sequences of functions \( \{f_n\} \) in \( \mathbb{R}^X \) to a function \( f \) in \( \mathbb{R}^X \), denoted by \( \{f_n\} \rightarrow f(I^-) \), means that \( \{I^-(|f_n - f|) \wedge h)\} \rightarrow 0, \forall h \in +B \) and it can be used to define the class \( R_1(B, I) \) of the abstract Riemann integrable functions in this way:

\[
R_1(B, I) := \{f \in \mathbb{R}^X : \exists \{h_n\} \text{ in } B, I, I\text{-Cauchy; } \{h_n\} \rightarrow f(I^-)\}.
\]

Moreover, for \( f \in R_1(B, I) \), we set \( I(f) := \lim_{n \rightarrow -\infty} I(h_n) \) for any sequence \( \{h_n\} \) in \( B \) such that \( \{h_n\} \rightarrow f(I^-) \).

The definition does not depend on the particular sequence \( \{h_n\} \) and no confusion arises with this notation since \( R_{\text{prop}}(B, I) \subseteq R_1(B, I) \) with coinciding integrals \( I \).

Further relations between the classes \( R_{\text{prop}}(B, I) \) and \( R_1(B, I) \) are given by the following characterizations:

(i) \( f \in R_1(B, I) \Leftrightarrow f^+ \wedge h \in R_{\text{prop}}, \forall h \in +B \) and \( I^+(|f|) < \infty \).

(ii) \( f \in R_{\text{prop}}(B, I) \Leftrightarrow f \in R_1(B, I) \) and \( \exists h \in +B : |f| \leq h \).

Finally, we introduce two classes related to \( R_1(B, I) \): The class of the null-functions,

\[
N_1(B, I) := \{f \in R_1(B, I) : I(|f|) = 0\},
\]
Unfortunately, this definition does not work well since $I$-continuity is, in fact, a kind of boundedness condition:

**Proposition 4.2.** Let $(X, B, I)$ be a Loomis system and $J$ a positive functional on $B$. The following are equivalent:
(i) $J$ is $I$-continuous
(ii) $\exists M > 0 : J(h) \leq MI(h), \forall h \in +B \ (J \leq MI, \text{ for abbreviation}).$

This equivalence shows us that integrals induced by absolute measures needn’t be continuous in this sense, that is, there exist measures $\mu$ and $\nu$ such that $\nu \ll \mu$ but $I_\nu$ is not $I_\mu$-continuous (see [1]).

Therefore we have to weaken $I$-continuity in order to define a satisfactory notion of absolute continuity for functionals.

**Definition 4.3.** Let $(X, B, I)$ be a Loomis system and $J$ a positive functional on $B$. $J$ is said to be **absolute $I$-continuous** (absolute continuous with respect to $I$), and it is denoted by $J \ll I$, if

$$\forall \varepsilon > 0, \forall h \in +B, \exists \delta > 0 : \forall k \in +B, k \leq h, I(k) < \delta \Rightarrow J(k) < \varepsilon.$$

Given $(X, \Omega, \mu)$ with $\mu$ a finite finitely additive measure and $\Omega$ a ring, we set $(X, B_{\Omega}, I_\mu)$ to be the induced Loomis system, where

$$B_{\Omega} := \left\{ h \in \mathbb{R}^X : h = \sum_{i=1}^{n} a_i \chi_{A_i}, a_i \neq 0, A_i \in \Omega \text{ pairwise disjoint} \right\},$$

and

$$I_\mu(h) := \sum_{i=1}^{n} a_i \mu(A_i), \quad \forall h \in B_{\Omega}.$$

Next proposition makes evident that absolutely continuous finitely additive measures yield absolutely continuous elementary integrals:

**Proposition 4.4.** Let $\mu$ and $\nu$ be finite finitely additive measures. If $\nu \ll \mu$ then $I_\nu \ll I_\mu$.

**Proof.** Assume that $\nu \ll \mu$ let be $\varepsilon > 0$ and $f \in +B_{\Omega}$. There are $a_i > 0$ and $A_i \in \Omega$ pairwise disjoint such that $f = \sum_{i=1}^{n} a_i \chi_{A_i}$. Set $A := \bigcup_{i=1}^{n} A_i \in \Omega$ and $\beta := \sup\{a_i : i = 1, \ldots, n\} > 0$.

If $\nu(A) = 0$, then

$$I_\nu(f) = \sum_{i=1}^{n} a_i \nu(A_i) \leq \beta \sum_{i=1}^{n} \nu(A_i) = \beta \nu(A) = 0$$

and therefore $I_\nu(h) \leq I_\nu(f) = 0 < \varepsilon$, $\forall h \in +B_{\Omega}$ with $h \leq f$.
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5. Absolute continuity and proper Riemann integration

In this section we will study the good behaviour of absolute continuity with respect to proper Riemann integration.

First result says that absolute continuity of \( J \) with respect to \( I \) transfers convergence to 0 for \( B \)-bounded sequences from the integral \( I \) to the integral \( J \).

**Lemma 5.1.** Assume that \( J \ll I \) and let \( \{h_n\} \) be a sequence in \( +B \) such that \( \exists h \in +B \) with \( h_n \leq h, \forall n \in \mathbb{N} \) and \( I(h_n) \to 0 \). Then \( J(h_n) \to 0 \).

**Proof.** Given \( \varepsilon > 0 \), there exists \( \delta > 0 \) such that

\[
\forall k \in +B, k \leq h, I(k) < \delta \Rightarrow |J(k)| < \varepsilon.
\]

Since \( I(h_n) \to 0 \) there exists \( m \in \mathbb{N} \) such that \( \forall n \geq m, I(h_n) < \delta \).

Therefore, \( \forall n \geq m, |J(h_n)| < \varepsilon \), that is, \( J(h_n) \to 0 \).

\[\blacksquare\]

In particular, we have the following results:

**Corollary 5.2.** If \( J \ll I \) and \( I \) is Daniell then \( J \) is Daniell too.

**Corollary 5.3.** If \( J \ll I \) and \( \{h_n\} \) is a \( I \)-Cauchy sequence in \( +B \) such that \( \exists h \in +B \) with \( |h_n - h_m| \leq h, \forall n \in \mathbb{N}, m \), then \( \{h_n\} \) is \( J \)-Cauchy.

**Theorem 5.4.** If \( J \ll I \) then

(i) \( R_{\text{prop}}(B,I) \subseteq R_{\text{prop}}(B,J) \)

(ii) \( J \ll I \) (where \( J \) and \( I \) are the extensions of \( I \) and \( J \) to \( R_{\text{prop}}(B,I) \)).

**Proof.** (i) Let \( f \in R_{\text{prop}}(B,I) \) and \( \varepsilon > 0 \). There are \( k_\varepsilon, k_\varepsilon \in B \) such that

\[ k_\varepsilon \leq f \leq k_\varepsilon \quad \text{and} \quad I(h_\delta - k_\varepsilon) < \varepsilon. \]

For \( \varepsilon > 0 \) and \( h_\delta - k_\varepsilon \in +B \), since \( J \ll I \), there exists \( \delta > 0 \) such that

\[
\forall g \in +B, g \leq h_\varepsilon - k_\varepsilon, \quad I(g) < \delta \Rightarrow J(g) < \varepsilon.
\]

We can also take \( k_\delta, h_\delta \in B \) such that

\[ k_\delta \leq f \leq h_\delta \quad \text{and} \quad I(h_\delta - k_\delta) < \delta. \]

Since \( \delta \) only depends on \( \varepsilon \), we can consider the following functions:

\[ k'_\varepsilon := k_\varepsilon \lor k_\delta \quad \text{and} \quad h'_\varepsilon := h_\varepsilon \lor h_\delta, \]

which verify that \( k'_\varepsilon, h'_\varepsilon \in B, \) and \( k'_\varepsilon \leq f \leq h'_\varepsilon \).
6. Absolute continuity and abstract Riemann integration

The definition of absolute continuity given in 4.3 allows us to prove an analog of Lemma 5.1 where \( I \) and \( J \) are replaced by \( I^- \) and \( J^- \), respectively.

**Theorem 6.1.** Assume that \( J \ll I \) and let \( \{ g_n \} \) be a sequence in \( \mathbb{R}^+_I \) such that \( \exists h \in +B \) with \( g_n \leq h, \forall n \in \mathbb{N} \) and \( I^-(g_n) \to 0 \). Then \( J^-(g_n) \to 0 \).

**Proof.** Let be \( \varepsilon > 0 \). Since \( J \ll I \), for those \( \varepsilon \) and \( h \), there exists \( \delta > 0 \) such that

\[
\forall k \in +B, k \leq h, I(k) < \delta \Rightarrow J(k) < \varepsilon.
\]

Since \( I^-(g_n) \to 0 \), \( \exists n_0 \in \mathbb{N} \) such that \( \forall n \geq n_0, I^-(g_n) < \delta \). Therefore, for each \( n \geq n_0 \) we can find \( k_n \in B \), \( g_n \leq k_n \) with \( I(k_n) < \delta \).

Set \( k'_n := k_n \wedge h \in +B, \forall n \geq n_0 \). Obviously, \( k'_n \leq h \) and \( I(k'_n) \leq I(k_n) < \delta \), and from (4) it follows that \( J(k'_n) < \varepsilon, \forall n \geq n_0 \). Since \( g_n \leq k'_n \), we deduce that \( J^-(g_n) \leq J(k'_n) < \varepsilon, \forall n \geq n_0 \). Thus, we have proved that \( J^-(g_n) \to 0 \), as we wanted.

As an immediate consequence of Theorem 6.1 local I-convergence implies local J-convergence whenever \( J \) is absolutely continuous with respect to \( I \).

**Corollary 6.2.** If \( J \ll I \) and \( f_n \rightharpoonup f(I^-) \) then \( f_n \rightharpoonup f(J^-) \), \( \forall f_n, f \in \mathbb{R}^+_I, \forall n \in \mathbb{N} \).

**Proof.** Assume that \( f_n \rightharpoonup f(I^-) \) and let \( h \in +B \). We have \( I^-(|f_n - f| \wedge h) \to 0 \), that is, \( I^-(g_n) \to 0 \) where \( g_n := |f_n - f| \wedge h \). Verify that \( 0 \leq g_n \leq h, \forall n \in \mathbb{N} \). Theorem 6.1 says that \( J^-(g_n) \to 0 \).

Thus, \( J^-(|f_n - f| \wedge h) \to 0, \forall h \in +B \), that is, \( f_n \rightharpoonup f(J^-) \).

**Open Question 6.3.** Does \( J \ll I \) imply \( R_I(B, I) \subset R_I(B, J) \)?

However, Corollary 6.2 is the key for proving that absolute continuity establish a good relation between the respective null functions and measurable functions of the involved integrals:

**Theorem 6.4.** If \( J \ll I \) then

(i) \( N_I(B, I) \subset N_J(B, J) \)

(ii) \( M_I(B, I) \subset M_J(B, J) \)
Corollary 6.6. If \((X, B, I)\) is a \(C_\infty\) Loomis system and \(f \in +R_3\) \((B, I)\) then
\[
\forall \varepsilon > 0, \exists \delta > 0 \text{ such that } A \in \Omega \text{ with } \mu(A) < \delta \Rightarrow \mu_f(A) < \varepsilon.
\]
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