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Abstract 

Monitoring problem in population ecology can be formalized as observer design for the 

population system in question: Supposing that we observe only certain species considered 

indicators, we want to recover or estimate the whole state process of the population system. In 

the present paper, for stably coexisting population systems, a new approach to the design of the 

corresponding observer system is proposed which, from the knowledge of the observed 

indicator(s), estimates the state process with exponential convergence. In the usual observer 

design, an auxiliary matrix, the so-called gain matrix must be found that guarantees the 

mentioned exponential convergence. The novelty is in that due to the required sign-stability (or 

qualitative stability) of the interaction pattern, the designed observer system (i.e. the gain matrix) 

is robust against quantitative changes in the inter- and intra-specific interactions. In other words, 

under sign-stability conditions, in the observer design the same gain matrix can be used even if, 

due to environmental changes, the intensities of certain interactions suffer a quantitative change 

in the meanwhile. The requirement of sign-stability of the interaction pattern can be considered 

rather natural, since in a stably coexisting population system, it means for example that a 

predator-prey relation does not change into a prey-predator interaction, and interactions neither 

appear nor disappear within the system. Our approach to robust observer design is illustrated on 

model population systems, such as trophic chains of type resource-producer-primary consumer-

secondary consumer and Lotka-Volterra system with vertical structure.  
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1. Introduction 

 

1.1. Systems-theoretical background 

Mathematical Systems Theory (MST) was mostly developed and mainly used for 

engineering purpose. The first monograph, laying down the basic concepts and theorems of MST 

was Kalman et al. [1]. The theory and applications MST is based on the so-called state-space 

model, where the state of an object (in the context of engineering usually called a plant) is 

described by a time-dependent state vector influenced by a time-dependent input or control 

function. The different concepts of controllability are related to the requirement that the system, 

from a given initial state, can be steered to a required state, applying an appropriate control. 

Furthermore, given a state-space model, we usually cannot (or do not want to) observe the whole 

state vector, only the time-dependent vector of certain state variables, considered as output, or 

observation function. Observability of a system, roughly speaking means that from the 

knowledge of the observation function, in principle, the true state process can be uniquely 

recovered. The monitoring problem we consider in the present paper, is related to the 

observation side of the state-space model. In practice, it is not enough to know that to a given 

observation function there uniquely corresponds a state process, but we also want to effectively 

calculate (or at least estimate) the latter. This can be solved by the construction of a so-called 

observer system (shortly observer), the solution of which efficiently approximates the unknown 

true solution of the original system. We will consider a monitoring problem of population 

ecology. This means that in a system of several interacting populations living in the same habitat, 

we observe only certain species (called indicator species), and from these observations, by 

appropriate observer design, we estimate the whole state process.  

The development of state-space modeling in population biology looks back to the last 

three decades. While in Kalman et al. [1] only linear systems were studied, most models of 

population biology are nonlinear. By proving basic theorems, controllability and observability in 

frequency-dependent systems of population genetics have been first studied e.g. in Varga [2,3]. 

For recent results in this research line, see Gámez et al. [4]. Applying the nonlinear observer 

design methodology of Sundarapandian [5], for the effective monitoring of different ecological 

systems, observer systems have been constructed e.g. in Gámez et al. [6,7]. In particular, for 
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monitoring in Lotka-Volterra population systems, we refer the reader to López et al. [8]. A 

review paper summarizing the different branches of applications of MST in population biology is 

Varga [9], more recent surveys are Gámez [10] and Varga et al. [11]. 

1.2. Robustness and sign-stability  

As a continuation of the research line concerning monitoring in nonlinear systems, in this paper 

the aspect of robustness will be studied. In the context of system modeling, “robustness is a 

property that allows a system to maintain its functions against internal and external 

perturbations”, see e.g. Kitano [12]. In particular, robustness of an observer (or a state 

estimation) means insensitivity to system disturbance, model uncertainty and sensor noise, as 

considered in Marquez and Riaz [13]. In the latter paper, an overview of different approaches to 

robust observer design is given, and a new method of the authors for the robust observer design 

is also presented. 

In the present paper we will focus on the state monitoring of stably coexisting population 

systems consisting of populations of different species. In technical terms, stable coexistence 

means that the dynamics of the population system has an asymptotically stable positive 

equilibrium (or alternatively a stable limit cycle, but the latter case will not be considered here). 

Asymptotical stability is usually guaranteed by the stability of the Jacobian A of the right-hand 

side system dynamics at the equilibrium. (A matrix is called stable or Hurwitz matrix, if all its 

eigenvalues have negative real parts.) A is also called the community matrix of the population 

system, since its ij-entry characterizes the effect of species j on species i. The sign pattern sgnaij 

indicates the quality of the interactions. A stable matrix A will be called sign-stable (or 

qualitatively stable), if it remains stable with any change of its entries which does not violate the 

sign pattern of A. A basic reference on the role of sign-stability in the study of the dynamic 

behavior of population system is Svirezhev and Logofet [14], see also Logofet [15]. 

In the present paper, for stably coexisting population systems, a new approach to the 

design of the corresponding observer system is proposed which, from the knowledge of the 

observed indicator(s), estimates the state process with exponential convergence. In the usual 

observer design, an auxiliary matrix, the so-called gain matrix must be found that guarantees the 

mentioned exponential convergence. The novelty is in that, due to the required sign-stability (or 

qualitative stability) of the interaction pattern, in the observer design the gain matrix is robust 

against quantitative changes in the inter- and intra-specific interactions. In other words, in the 

observer design the same gain matrix can be used even if, due to environmental changes, the 

intensities of certain interactions suffer a quantitative change in the meanwhile. 
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 The paper is organized as follows: In Section 2, based on Jeffries et al. [16], we 

summarize how sign-stability can be checked in terms of the signed directed graph associated 

with the interaction matrix. In Section 3 the basics of observer design are recalled and, based on 

the sign-stability of matrices, a robust observer design method is proposed. Section 4 is devoted 

to the robust observer design for trophic chains of type ‘resource - producer - primary consumer 

- secondary consumer’. In Section 5 similar observer design for Lotka-Volterra systems with 

vertical structure is considered. A discussion Section 6 closes our study. In the Appendix some 

calculations supporting the main body of the paper are summarized. 

 

2. Sign-stability and digraphs 

 

Definition 2.1. Two nn matrices  ijaA   and  ijbB   are sign-equivalent if ijij ba sgnsgn 

)0,,(sgn  . A matrix A  is sign-stable if every matrix B  sign-equivalent to A  is stable. 

Definition 2.2. Let  ijaA   be a nn  matrix  

1. The signed digraph )(ASD  associated with A  is the digraph (directed graph) with n 

vertices },,,{ 21 nvvv   and such that there is an arc from vertex jv  to vertex iv  if and only if 

0ija . Moreover, such arc is signed with ijasgn .  

2. The graph )(AG  associated with A  is the undirected graph with n vertices  },,,{ 21 nuuu 

and such that there is an edge between iv  and jv  if and only if ji   0ija  and 0jia .  

 

Sign-stability of matrix A  can be studied by means of some properties of both )(ASD  and 

).(AG  On the one hand, properties of )(ASD  are related to its cycles while properties of )(AG  

can be described in terms of partitions of its vertex set. 

Definition 2.3. An m-cycle in )(ASD  is a sequence of m arcs 
121 iiii vvvv

m
  , such 

that 
kj ii vv  . In particular, a 1-cycle, also called a loop, is an arc from a vertex to itself. 

Definition 2.4. A  -coloring in )(AG is a partition of its vertex set },,,{ 21 nuuu   into two sets, 

black and white, satisfying: 

i. if 0iia , then iu  is a black vertex; 

ii. no black vertex has exactly one white neighbor; 

iii. each white vertex has at least a white neighbor. 
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Definition 2.5. An  -coloring in )(AG  is a partition of its vertex set },,,{ 21 nuuu   into two 

sets, black and white, satisfying: 

i. if 0iia , then iu  is a black vertex; 

ii. no black vertex has exactly one white neighbor; 

iii. no white vertex has a white neighbor. 

 

Note that conditions i. and ii. are equal in both definitions, while condition iii. is different.   

The trivial partition, where all vertices are black, is both a  -coloring and an  -

coloring. From Jeffries et al. [16], we recall the following characterization of sign stability: 

 

Theorem 2.1. A square matrix A is sign-stable if and only if the following conditions hold: 

1. each 1-cycle in )(ASD  is signed “  ”; 

2. each 2-cycle in )(ASD  is signed “  ”; 

3. there is no m -cycle in )(ASD with 3m ; 

4. each  -colouring in )(AG is trivial; 

5. each -colouring in )(AG is trivial. 

Remark 2.1. If matrix  ijaA   is such that 0iia  for every index  ni ,,2,1  , then it is clear 

that A satisfies conditions 4 and 5. Therefore, in this case just conditions about cycles of digraph 

)(ASD  should be checked in order to study sign-stability. 

 

3. Robust observer design by sign-stability 

 

First, from Sundarapandian [5], we recall the basics of the standard observer design for nonlinear 

observation systems. Given positive integers m, n, let  

mnnn hf RRRR  :,: , 

consider the following observation system  

     )(xfx                     (3.1) 

  )(xhy   ,                   (3.2) 

where f and h are continuously differentiable functions, and nx R*  is an equilibrium of 

dynamics (3.1) (i.e. 0)( * xf  ) and to the equilibrium there corresponds the zero observation: 

0)( * xh . y  is called the observed function. 



6 
 

Definition 3.1. Observation system (3.1)-(3.2) is called locally observable near equilibrium *x , 

on a given time interval ],0[ T , if there exists 0 , such that for any two different solutions x  

and x  of system (3.1) with  |)(| *xtx  and )],0[(|)(| * Ttxtx   , the observed functions 

h(x(t)) and h( x (t)) are different. For the sake of brevity, the reference to ],0[ T  is usually 

suppressed). 

For a sufficient condition for local observability near the equilibrium, we need the linearization 

of the observation system (3.1)-(3.2) by the calculation of the corresponding Jacobian matrices: 

)(: *xfA    and  )(: *xhC  .      

Theorem 3.1. (Lee and Markus [17]). Suppose that 

  .|...||| 12 nCACACACrank
Tn      (3.3) 

Then observation system (3.1)-(3.2) is locally observable near the equilibrium *x . 

 

Now, the observer design will be based on Sundarapandian [5]. Let us consider observation 

system (3.1)-(3.2).  

Definition 3.2.  Given a continuously differentiable function nmng RRR : , system  

),( yzgz        (3.4) 

 

is called a local asymptotic (respectively, exponential) observer for observation system (3.1)-

(3.2), if for the composite system (3.1)-(3.2), (3.4) satisfies the following requirements:  

i) If )0()0( zx  , then )()( tztx  , for all 0t .  

ii) There exists a neighborhood V  of the equilibrium *x of nR  such that for all Vzx )0(),0( , 

the estimation error )()( txtz   decays asymptotically (respectively, exponentially) to zero. 

Theorem 3.2. (Sundarapandian, [5]). Suppose that observation system (3.1)-(3.2) is Lyapunov 

stable at equilibrium *x , and that there exists a matrix K , the so-called gain matrix, such that 

matrix KCA  is stable, where )( *xfA   and )( *xhC  . Then dynamics defined by 

)]([)( zhyKzfz     (3.5) 

is a local exponential observer for observation system (3.1)-(3.2). 

Remark 3.1. We note that rank condition (3.3), together with the stability condition for 

equilibrium *x  already imply the existence of a gain matrix K providing the required observer 

system. 
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From this theorem it can be seen that the gain matrix plays a key role in observer design. 

In fact, since it guarantees the stabilization of the zero equilibrium of the error dynamics for: 

e=z-x : 

)())(,( xfxhexge   

In the present paper, we propose a new approach to observer design such that, under 

sign-stability conditions, the obtained observer system will be robust against quantitative 

changes in the inter- and intra-specific interactions. In other words, in the observer design the 

same gain matrix can be used even if, e.g. due to environmental changes, the intensities of 

certain interactions suffer a quantitative change in the meanwhile. Now, the observer design will 

be carried out as follows: Let us suppose that A is sign stable. Now, if we choose a gain matrix K 

such that adding –KC to A does not change the sign pattern of the latter, then matrix A–KC will 

also be stable. Assume now that there is a quantitative change in the model parameters such that 

the new Jacobian A’ remains sign-equivalent to A, and A’–KC is also sign-equivalent to A’. Then, 

for the changed system, the same gain matrix K will provide a local exponential observer for the 

changed system, too. 

In the following sections the above observer design scheme will be illustrated by the 

monitoring of model population systems, such as trophic chains of type resource-producer-

primary consumer-secondary consumer and Lotka-Volterra systems with vertical structure. 

 

 

4. Monitoring of a trophic chain by robust observer design 

 
4.1. The dynamic model of a trophic chain 

In this section we show how our observer design approach can be applied to the monitoring of a 

four-level trophic chain of the type resource - producer - primary consumer - secondary consumer. 

(The monitoring of a simpler trophic chain, with the classical observer design was considered in 

Varga et al. [18]) The present model would describe how a resource moves through a trophic chain, 

consisting of the following components and interactions: 

resource, the 0th trophic level (solar energy or inorganic nutrient), which is incorporated by 

a plant population, the 1st trophic level (producer), which transfers it to 

a herbivorous animal population, the 2nd trophic level (primary consumer), which is consumed by 

a carnivorous animal population, the 3rd trophic level (secondary consumer). 
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Bearing in mind the possible types of 0th level (energy or nutrient), we present several types of 

trophic chains: open chains (without recycling), closed chains (with recycling) and partially closed 

chains. 

Let us denote by 0x  the time-varying quantity (density) of "free" resource present in the system, 1x , 

2x  and 3x , in function of time, the biomass (or density) of the producer (species 1), the primary 

consumer (species 2) and the secondary consumer (species 3), respectively. Let Q  be the resource 

supply considered constant in the model; 01  and 10  the consumption rate from the resource by 

species 1, and the conversion rate from resource to biomass of species 1, respectively; ii  the intra-

specific rate (or autolimitation) for species 3,2,1i ; 12  and 23  the consumption rate from species 

1 by species 2, and from species 2 by species 3, respectively; 21  and 32  the corresponding 

conversion rates. Both the plant and the animal species, in the absence of the resource and the other 

species, are supposed to decrease, and exponentially at low densities, with respective rates of 

decrease (Malthus parameters) 21,   and 3 . 

In a closed system the dead individuals of species 1, 2 and 3 are recycled into free nutrient at 

respective rates 10,10 21    and 10 3   , while for an open system (where there is no 

natural recycling) 0,0,0 321    holds. In particular we shall study the case where 

0,0,0 321   , that is, a partially closed system. 

Then with model parameters  

[1,0[,,;0,,,,,,,,,,,, 321322321123322111001321  Q ,                            (4.1) 

the dynamic model for the trophic chain can be set up as follows:  

)5.4(][

)4.4(][

)3.4(][

)2.4(

333232333

323222121222

212111010111

33322211110010

xxxx

xxxxx

xxxxx

xxxxxQx





















 

Now, in order to consider a general interaction pattern, we will study a partially closed system, with 

0,0,0 321   . 

Let us start with checking that there exists a positive equilibrium *x  for system (4.2)-(4.5): 
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Theorem 4.1. Suppose that: 1. The resource supply Q is high enough, and 2. The consumption rate from 

the resource by species 1, 01 , is small enough. Then, for the partially closed system (4.2)-(4.5) with 

0,0,0 321   , there exists a positive equilibrium *x . 

Proof. See Appendix. 

From now on, throughout Section 4, we assume that the conditions of Theorem 4.1 are satisfied. 

 

4.2. Stable coexistence of the trophic chain  

Let us study the stability of the equilibrium from the Jacobian of system (4.2)-(4.5) at the positive 

equilibrium *x . The Jacobian of the right-hand side of (4.2)-(4.5) at the positive equilibrium *x is 





























*
333

*
332

*
223

*
222

*
221

*
112

*
111

*
110

11
*
001

*
101

00

0

0

00

xx

xxx

xxx

xx

A







.    (4.6) 

We shall suppose that  

*
00111 x            (4.7) 

to guarantee sign-stability of matrix A. Let us check it. Since 0* x ,and every ij  figuring in the model 

is positive, we have that 0iia , in particular 0iia , for  4,3,2,1i . The signed digraph )(ASD

associated with the Jacobian matrix is shown in Figure 1.  

 

Figure 1. Signed digraph associated with A  

 

It is clear that )(ASD satisfies conditions 1, 2 and 3 of the Theorem 2.1 (see also Remark 2.1), hence A  

is sign-stable.  

Remark 4.1. Since sign-equivalence in Definition 2.1. is reflexive, A is a stable matrix, implying 

asymptotic stability of equilibrium *x . In biological terms this means stable coexistence of the 

considered trophic chain. 
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4.3. Observation of certain components of the trophic chain 

Suppose that for technical or economic reasons it is convenient to observe only one of the components 

of the trophic chain, and we want to recover the densities of the rest of the components. Suppose we 

observe either the resource or the carnivore. 

Observation of the resource. For technical reason we suppose that the deviation of resource density 

from its equilibrium value is observed, that is, we have 

*
00)( xxxhy  , 

with 

 0001)( *  xhC . 

Then 

      *
2

2*
1

3*
0011123

2
12

32 )-(- det xxxCACACAC
T

 , 

which is different from zero if and only if .*
00111 x   Hence, by condition (4.7) we have 

  432 
T

CACACACrank , implying the local observability of the trophic chain near the positive 

equilibrium *x , observing the resource. 

Remark 4.2. Inequality *
00111 x   always holds in our model, because otherwise by the equilibrium 

condition in equation (4.2) we would have  

0)( 11
*
001

*
1

*
111

*
1

*
001  QxxQxxxQ  , 

but the resource supply Q in our model is positive. 

Observation of the carnivorous (predator) species. Let us consider the following observation function 

*
33)( xxxhy  , 

with  

 1000)( *  xhC . 

Then 

      0 det
3*

3

2*
2

*
1

3
32

2
2110

32  xxxCACACAC
T

 , 
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and therefore we have that the system is locally observable near the positive equilibrium observing the 

carnivorous species. 

Robust observer design, observing either the resource or the carnivore. We can proceed according to 

the methodology of Section 3, applying first Theorem 3.2. According to Remark 4.1, the positive 

equilibrium *x  is asymptotically stable, for both considered observation situations we only need to find 

an appropriate gain matrix K such that matrix A-KC is sign-stable, where )( *xhC   and h is the 

corresponding observation function. 

Considering the observation of the resource, we have  0001C . Choosing 

 0001kcolK   with some 01 k , let us check that A-KC  is sign-stable. Indeed, matrix 
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333

*
332

*
223

*
222

*
221

*
112

*
111

*
110

11
*
0011

*
101

00

0

0

00

xx

xxx

xxx

xkx

KCA







 

keeps the same sign structure of A because A-KC is the equal to matrix A except the 11-entry, which 

is negative in both matrices. Therefore A-KC is sign-stable, and applying Theorem 3.2 we obtain a 

local exponential observer for system (4.2)-(4.5). Now, if due to a sign-preserving change of the 

interaction parameters, matrix A changes to A’ having the same sign pattern, then matrix A’-KC will 

also be sign-equivalent to A’, and therefore stable. Hence we can conclude that K remains a valid 

gain matrix for the changed system, too. In other words we obtained a robust observer for the 

original system where the resource is observed.   

As for the robust observer design with observation of the carnivore, we can proceed in an 
analogous way. Indeed, observing even any species i putting 

 3,2,1:)( *  ixxxhy ii , 

again for a gain matrix we can choose a column matrix K with the only non-zero entry 01 ik . 

This construction, similarly to the case of the observation of the resource, also results in a robust 
observer. 

 

Example 4.1. Let us consider the model trophic chain (4.2)-(4.5) with illustrative parameter values 

;10Q ;2.0,4.0,1.0 321   2.01 
1.0,15.0,5.0,1.0,1.0,2.0,1.0,15.0,3.0 322321123322111001    
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Let us shortly denote by  

)(xfx        (4.8) 

the dynamic model of the trophic chain (4.2)-(4.5), with the above, numerically given concrete 

parameters. A straightforward checking shows that these parameters satisfy conditions 1 and 2 of 

Theorem 4.1, therefore we have a positive equilibrium for the corresponding system (4.8), namely 

)9.7,3.3,28.5,58.6(* x , which is asymptotically stable. Condition (4.7) also holds, implying that 

the corresponding Jacobian (4.6) is sign-stable. Let us observe the resource. Then we have 

*
00:)( xxxhy        (4.9) 

It is easy to check that e.g.  0,0,0,5.2colK   is an appropriate gain matrix. A-KC is sign-stable, 

and hence stable. Applying Theorem 3.2, with gain matrix K we define the observer system 

)]([)( zhyKzfz  .   (4.10) 

Let us see how, in the knowledge of the observed function y(t)=h(x(t)) the unknown solution x(t) of  

system (4.8) can be estimated (exponentially approximated) by a solution z(t) of the observer (4.10). 

Figure 2 shows how the solution of (4.9) with initial value  )2,7,8,5()0( x , considered unknown, 

can be approximated by the solution of the observer system with initial value )3,6,9,6()0( z  

 

 

 

 

 

 

 

 

 
 

 
Figure 2. Solution of the observer system, approximating an  

“unknown” solution of the original system 
 

Now we show the robustness of the constructed observer (4.10). Let us assume that, for example 

due to some environmental change, there is a quantitative change in the model parameters, such 

that the new Jacobian A’ remains sign-equivalent to A, and A’–KC is also sign-equivalent to A’. 

Then, for the changed system, the same gain matrix K will provide a local exponential observer 

for the changed system, too. More concretely, let us suppose that, e.g. due to environmental 
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changes the grazing activity of the herbivore and the predatory activity of the predator, i.e. 

2312 ,   are reduced, say, by 0.05. This also changes the equilibrium to 

)74.10,24.4,72.5,89.5(* x , nevertheless, the sign pattern of matrix A remains the same, and 

by the robustness of the observer, the previous gain matrix K=col(2.5,0,0,0) remains valid. 

Calculating with the same initial values )2,7,8,5()0( x , )3,6,9,6()0( z , the corresponding 

observer really works, as shown in Figure 3. 

 
 

Figure 3. Robust observer also approximates the “unknown” 

solution of the changed system 

 

 

5. Robust observer design for a Lotka-Volterra system with vertical structure 

Let us consider the following two predator-two prey Lotka-Volterra system where species 1 and 3 are 

preys and species 2 and 4 are predators;   4,3,2,10  ii  is the Malthus parameters of species i, ij

the interactions parameter expressing the effect of species j on species i and, in particular, and 

  4,3,2,10  iii  is the rate of autolimitation in species i, for each species. By convention, 

0,,,,, 433432232112  . We will consider the Lotka-Volterra model (5.1) 

][

][

][

][

444343444

434333232333

323222121222

212111111

xxxx

xxxxx

xxxxx

xxxx





















.                                                              (5.1)

 
In order to write this system in the compact form 
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 xxx  Diag , 

 in terms of the we define the interaction matrix   as follows:  
























4443

343332

232221

1211

00

0

0

00







 

and Malthus parameter vector 

 T4321:    

we can express system (5.1) in the following compact form 

 xxx  Diag , 

where xDiag  is the diagonal matrix formed by vector  4321 ,,, xxxxx  . 

 

5.1. Equilibrium and stability 
 

Positive equilibrium and local asymptotic stability 

It is very easy to check that matrix   is invertible, so dynamics (5.1) has a unique equilibrium 

1* x . 

In our model we are interested in a positive equilibrium. 

Theorem 5.1. If the following condition holds 

;;,max;
43

33
4

12

32
13

43

23
4

33

23
32

21

11
21 












 









     

that is, if some Malthus parameters are high enough, then there exists a positive equilibrium x  for 
system (5.1). 

Proof. See Appendix. 

Now, we are going to see the (local) asymptotic stability of equilibrium checking the sign-stability of 
the Jacobian matrix of system (5.1) 
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The signed-digraph )(ASD associated to the Jacobian matrix is shown in Figure 4.  

 

 

 

Figure 4. Signed digraph associated with A  

 

The digraph of A satisfies conditions 1, 2 and 3 of the Theorem 2.1, so A  is sign-stable, in 

particular stable. Therefore equilibrium *x  is asymptotically stable for system (5.1). 

Dissipativity and global asymptotic stability of the equilibrium 

First from Logofet [15] we recall the classical definition of dissipativity of a Lotka-Volterra population 

system: Let  

 Γxεxx  Diag        (5.2) 

a general four-species Lotka-Volterra system, and ΓD  . 

 

Theorem 5.2. System (5.2) is dissipative, then equilibrium x is asymptotically stable, and its basin of 

attraction is 
nR . 

Proof. System (5.1) has the following form  

 Γxεxx  Diag . 

By the definition of dissipative system (see e.g. Logofet [15]), we need to find constants 0,, 41    

such that 

), 0 ,(   0)( 4
4

1,




xRxxxdxV
ji

jiiji  

where, to keep the usual form of the definition, we put    ijdD . 

   
   .

)(
2
444344344334

2
33323323

3223
2
222122122112

2
1111

xxxxxxxx

xxxxxxxxxV
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Now fix 11  and set 
21

12
2 

  . Then 212121    and the 21xx  terms are cancelled.  

Similarly, in order to cancel the 32 xx  terms, we have to find an 3 such that  

323232   , hence 
3221

2312
3 


  . We can similarly find 

433221

342312
4 


  . Since each ii is positive, 

we obtain 0)(
4

1

2  
i

iiii xxV  . Therefore system (5.2) is dissipative. 

Furthermore, from the dissipativity of system (5.2) it follows that  














4

1

4
**

* .0 ,(    1ln)(
i i

i

i

i
ii xx

x

x

x

x
xxW R ) 

is a Lyapunov function implying asymptotic stability of equilibrium x and its basin of attraction is 
nR . 

 

Example 5.1. Now we illustrate the global asymptotic stability of the positive equilibrium in the 

positive orthant of R4. To this end we take the following parameters: ;5.61  ;52  ;63 

;14  ;1.111  ;1.012  ;121  ;2.022  ;5.023  ;1.032  ;7.033  ;8.034 
;9.043  .3.044   

For these parameters the conditions of Theorem 5.1 are satisfied, and we have a positive equilibrium 

*x  = (5.22 , 7.51 , 2.55 , 4.33). In Figure 5, decomposing the four dimensions, we show the solutions 

of system (5.1) tending to the equilibrium from different initial points. 

 

 
 

 

Figure 5. Global asymptotic stability of the positive equilibrium of system (5.1) 
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5.2. Observation of an indicator species 

Observability 

Let us consider the observation of the predator 4, that is, 

*
44)( xxxhy  , 

with 

 1000)( *  xhC . 

Then 

      0 det
3

4

2

3
*
2

3
43

2
3221

32  **T
xxxCACACAC 

 
 

due to 0* x  and 0, 433221  . Therefore,   432 
T

CACACACrank  and we obtain the local 

observability of system near the positive equilibrium *x , observing this predator 4. 

Construction of a robust observer system 

We have that the positive equilibrium of system (5.1) is globally asymptotically stable, so proceeding 

similarly to the case of the non-Lotka-Volterra type trophic chain. We continue with the observation of 

the predator 4, that is, 

*
44:)( xxxhy  , 

so  1000C . Choosing gain matrix  4000 kcolK   with any fixed 04 k . Then matrix 





























4
*
444

*
443

*
334

*
333

*
332

*
223

*
222

*
221

*
112

*
111

00

0

0

00

kxx

xxx

xxx

xx

KCA







 

is sign-stable, and hence also stable. Thus, by Theorem 3.2 we obtain a local exponential observer for 

system (5.1). Then, in similar way as in Section 4, a robust observer can be designed.  

Example 5.2. Let us numerically illustrate now the robust observer design for the Lotka-Volterra 

system (5.1). Working with the parameters of Example 5.1, let us observe predator 4. As we can 

easily check, gain matrix K=col(0,0,0,20). Now the solution of system (5.1) with initial value  
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x(0)=(8,3,1,2), considered unknown, and the solution of the observer system with initial value 

z(0)=(5,4,3,1) are plotted in Figure 6. 

 

Figure 6. Solution of the observer system approaching 

an “unknown” solution of system (5.1) 

 

Now let us suppose that by an environmental change the carrying capacity of each species decreases. 

In our parametrization this is reflected in the increase of the autolimitation coefficients. Let us 

calculate with an increase of each ii  by 0.2. Then checking the corresponding new Jacobian A’ we 

obtain that gain matrix K=col(0,0,0,20) remains valid for the changed model, too. Figure 7 shows 

how this gain matrix provides the required approximation of the state process of the changed Lotka-

Volterra system. 

 

Figure 7. For the changed model, the same gain matrix provides the required 

approximation of the state process, with x(0)=(8,3,1,2) and z(0)=(5,4,3,1). 
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6. Discussion 

The monitoring problem concerning population systems (also called biological 

communities, see e.g. Svirezhev and Logofet [14]) is closely related to the stability properties of 

the system. In the paper stably coexisting population systems are considered not only because of 

their ecological relevance, but also because of the technical importance of stability for the 

mathematical tools of monitoring.  

The Jacobian matrix A of the right-hand side of the population system model, calculated 

at an equilibrium plays a key role in the characterization of a population system. For stably 

coexisting population systems, a new approach to the design of the corresponding observer 

system is proposed which combines the well-known nonlinear observer design methodology 

with graph-theoretical characterization of the sign-stability of matrix A. A further novelty of the 

proposed method is that, due to the required sign-stability (or qualitative stability) of the 

interaction pattern described by matrix A, in the observer design the gain matrix is robust against 

quantitative changes in the inter- and intra-specific interactions. These changes are often due to 

environmental changes, often to abiotic effects caused by human activities. 

As for the presented illustrative applications of the proposed monitoring methodology, 

we note that the presented robust observer design can be easily extended to longer trophic chains 

and similarly structured Lotka-Volterra models with 2n predators and 2n preys. A “degenerate” 

case of this model is when, instead of certain predatory interactions, commensalism takes place. 

We note that the latter also belongs to the class of verticum-type systems which also admit 

observer design by decomposition into subsystems, see Molnar et al. [19] We also mention that 

equilibrium control of the considered trophic chain was studied in Gámez et al. [20]. Finally, we 

call the attention to Boutat and Saif [21] which, unlike the mostly used local observers, proposes 

globally convergent observers for certain predator-prey models. The globality of an observe is an 

attractive property, but it needs a special transformation of the system to a so-called observer 

normal form, the construction of which, unlike the local observer design, may be rather 

complicated. Furthermore, especially for ecological purpose, it is worth it to develop the 

methodology of local observer design for the monitoring of ecological systems (or population 

systems). In fact, if a population system is far from an equilibrium, then the main issue of 

conservation ecology is to control the system into equilibrium, which needs a control-theoretical 

approach, see e.g. Varga [9], Gámez [10] and Gámez et al. [20].  
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Appendix 

Positive equilibrium for the trophic chain 

Proof of Theorem 4.1 

From equations (4.5), (4.4), (4.3) we obviously obtain the first three coordinates of the equilibrium, 

as function of the last one: 

.,,
10

1
*
212

*
111*

0
21

2
*
323

*
222*

1
32

3
*
333*

2 






 








xx

x
xx

x
x

x                   (A.1) 

Hence, for the existence of a positive equilibrium 0* x , it will be sufficient to prove that there 

exists an equilibrium with 0*
3 x . From equation (4.2) we have  

0*
111

*
1

*
001  xxxQ  . 

From this equality, substituting *
0x  and *

1x , as function of *
3x  according to (A.1), we obtain the 

following quadratic equation for *
3x  of the form: 

 0)(:)( *
3

2*
3

*
3  CBxxAxs                                                          (A.2) 

where BA, and C  are functions of parameters (4.1) obtained using the "Mathematica" software. The 

quadratic function s obviously has a negative leading coefficient, 0A . To prove the existence of at 

least one positive solution of (A.2) for *
3x , a sufficient condition is that the vertex of the parabola 
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corresponding to (A.2) has positive coordinates, that is, 
A

B

2


>0 and 0

2







 

A

B
s . Since 0A , it is 

enough to search conditions to guarantee 0B   because that would imply .0
2




A

B
 Since according to 

the symbolic calculations we have EDB  01  where 0, ED , if the rate 01  of resource 

consumption by the producer is small enough, we have 0B . Analogously we get GQF
A

B
s 






 

2
, 

where F and G depend on the parameters (4.1), and 0G . Therefore, considering a resource supply Q 

high enough we have 0
2







 

A

B
s , obtaining at least one solution 0*

3 x  of (A.2). Finally, from (A.1) 

we obviously get the existence of an equilibrium 0* x . 

 

Positive equilibrium for the Lotka-Volterra model with vertical structure 

Proof of Theorem 5.1. 

To proof the positivity of the equilibrium we shall calculate it and after that it will be easy to check that 

its positivity holds under condition (5.2). Firstly, we show the determinant of matrix  , that obviously 

is positive, 

   0det 443223114433431121 342212
 d . 

Then, using the Mathematica software we obtain the equilibrium 1* x , which after some 

algebraic transformations takes the following form 

     
044322314433433422123333244122344323412*

1 



d

x


 

    
0443343341122114433442311*

2 



d

x


 

     
0322223441132112344213422112112344*

3 



d

x


 

     
04332133124431232133443322112344323211*

4 



d

x


 

Hence the sufficient conditions in Theorem can be easily obtained. 


